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	ПӘННІҢ АКАДЕМИЯЛЫҚ ТҰСЫНЫСЫ


	Пәннің мақсаты
	Оқытудан күтілетін нәтижелер (ОН)*

	ОН қол жеткізу индикаторлары (ЖИ)

	Курстың мақсаты - генеративті нейрондық желілердің ішкі архитектурасы, тапсырмалары, әдістері, әдістері, осындай желілердің үлгілері, нейрондық желілерді зерттеудің ықтималдық негіздері туралы түсініктерді қалыптастыру. Оқылатын болады: ықтималдық модельдері, генеративті желілердегі терең оқытудың модельдері мен әдістері, автокодерлер, генеративті-бәсекелестік желілердің негіздері, визуалды, әдеби және музыкалық шығармашылықта, ойындағы ситуациялық мінез-құлық модельдерінде, тестілеу және генеративті жүйелердің өнімділігін есептеу жүйелері
	1. Когнитивті. Генеративті қарсылас нейрондық желілердің теориялық негіздерін зерттеу .
	1.1 Генеративті қарсылас оқыту принциптерін түсіну нейрондық желілер, олардың түрлері мен архитектурасын қоса алғанда

	
	
	1.2 Нейрондық желіні оқытудың негізгі алгоритмдерін білу

	
	2. Функционалды. Практикалық мәселелерді шешу үшін генеративті қарсылас нейрондық желілерді әзірлеу және оқыту .
	2.1 Генеративті қарсылас нейрондық желілердің архитектураларын әзірлеу

	
	
	2.2 Нейрондық желілерді оқыту үшін оңтайландыру алгоритмдерін пайдалану

	
	3. Функционалды. Генеративті қарсылас нейрондық желілердің сапасын баптау және бағалау әдістерін меңгеру .
	3.1 Модельдің өнімділігін бағалау үшін кросс-валидация әдістерін қолдану

	
	
	3.2. Болжау дәлдігін жақсарту үшін модель гиперпараметрлерін өзгерту

	
	4. Жүйелі. нақты әлемдегі мәселелерді шешу үшін генеративті қарсылас нейрондық желілерді пайдалану
	4.1 Деректерді талдау үшін генеративті қарсылас нейрондық желі модельдерін әзірлеу

	
	
	4.2 Тәжірибелік талаптарға сәйкес модельдің жұмысын бағалау

	
	5. Когнитивті. Үлкен деректерді өңдеу үшін терең оқыту әдістерін пайдалану
	5.1 Үлкен деректер жиынтығын талдау үшін генеративті қарсылас нейрондық желілерді пайдалану

	
	
	5.2 Жасырын үлгілерді ашу және болжамдар жасау үшін терең оқыту модельдерін құру.

	Пререквизиттер
	102671 – Сөйлеуді талдау және компьютерлік көру үшін заманауи технологиялар мен құралдар

	Постреквизиттер
	102694 – Scala-да жауап беретін жоғары жүктемелі қосымшаларды бір мезгілде бағдарламалау

	Оқу ресурстары
	Әдебиеттер: негізгі, қосымша. 
Негізгі:
1. Jakub Langr Vladimir Bok. Deep learning with Generative Adversarial Networks
2. Neural Networks and Deep Learning: A Textbook by Charu Aggarwal, 2023
3. Artificial Neural Networks: A Practical Course by Rajendra Akerkar, 2016
4. Deep Learning and Machine Learning: Python Data Structures and Mathematics Fundamental by Silin Chen, Ziqian Bi, Junyu Liu et al., 2024
5. Deep Learning and Machine Learning, Advancing Big Data Analytics and Management: Handy Appetizer by Benji Peng, Xuanhe Pan, Yizhu Wen et al., 2024
Қосымша:
1 The Principles of Deep Learning Theory by Daniel A. Roberts, Sho Yaida, Boris Hanin, 2021
2 Neural Networks: Overview of Current Theories and Applications by Various Authors, 2024
3 Artificial Intelligence: A Modern Approach by Stuart J. Russell, Peter Norvig, 2020, 4th Edition
Зерттеу инфрақұрылымы
1. №12 бизнес-инкубатор 
2. Зертханалық кабинет 517 
3. Зертханалық кабинет 323
Кәсіби ғылыми дерекқорлар
1. Scopus – https://www.scopus.com
2. Elsevier – https://www.elsevier.com/
3. Researchgate – https://www.researchgate.net/
Интернет ресурстары
1. https://www.coursera.org/learn/neural-networks-deep-learning
2. https://www.udemy.com/course/deeplearning_x/
3. https://www.udemy.com/course/data-science-deep-learning-in-python/
Бағдарламалық жасақтама
1. Anaconda Navigator Python
2. PyCharm
3. Microsoft Visual Studio
4. Visual code
5. Sublime

	Пәннің академиялық саясаты
	Пәннің академиялық саясаты әл-Фараби атындағы ҚазҰУ-дың Академиялық саясатымен және академиялық адалдық Саясатымен айқындалады. 
Құжаттар Univer ИЖ басты бетінде қолжетімді.
Ғылым мен білімнің интеграциясы. Студенттердің, магистранттардың және докторанттардың ғылыми-зерттеу жұмысы – бұл оқу үдерісінің тереңдетілуі. Ол тікелей кафедраларда, зертханаларда, университеттің ғылыми және жобалау бөлімшелерінде, студенттік ғылыми-техникалық бірлестіктерінде ұйымдастырылады. Білім берудің барлық деңгейлеріндегі білім алушылардың өзіндік жұмысы заманауи ғылыми-зерттеу және ақпараттық технологияларды қолдана отырып, жаңа білім алу негізінде зерттеу дағдылары мен құзыреттіліктерін дамытуға бағытталған. Зерттеу университетінің оқытушысы ғылыми-зерттеу қызметінің нәтижелерін дәрістер мен семинарлық (практикалық) сабақтар, зертханалық сабақтар тақырыбында, силлабустарда көрініс табатын және оқу сабақтары мен тапсырмалар тақырыптарының өзектілігіне жауап беретін ОБӨЗ, БӨЗ тапсырмаларына біріктіреді.
Сабаққа қатысуы. Әр тапсырманың мерзімі пән мазмұнын іске асыру күнтізбесінде (кестесінде) көрсетілген. Мерзімдерді сақтамау балдардың жоғалуына әкеледі.
Академиялық адалдық. Практикалық/зертханалық сабақтар, БӨЖ білім алушының дербестігін, сыни ойлауын, шығармашылығын дамытады. Плагиат, жалғандық, шпаргалка пайдалану, тапсырмаларды орындаудың барлық кезеңдерінде көшіруге жол берілмейді. Теориялық оқыту кезеңінде және емтихандарда академиялық адалдықты сақтау негізгі саясаттардан басқа «Қорытынды бақылауды жүргізу Ережелері», «Ағымдағы оқу жылының күзгі/көктемгі семестрінің қорытынды бақылауын жүргізуге арналған Нұсқаулықтары», «Білім алушылардың тестілік құжаттарының көшіріліп алынуын тексеру туралы Ережесі» тәрізді құжаттармен регламенттеледі.
Инклюзивті білім берудің негізгі принциптері. Университеттің білім беру ортасы гендерлік, нәсілдік/этникалық тегіне, діни сенімдеріне, әлеуметтік-экономикалық мәртебесіне, студенттің физикалық денсаулығына және т.б. қарамастан, оқытушы тарапынан барлық білім алушыларға және білім алушылардың бір-біріне әрқашан қолдау мен тең қарым-қатынас болатын қауіпсіз орын ретінде ойластырылған. Барлық адамдар құрдастары мен курстастарының қолдауы мен достығына мұқтаж. Барлық студенттер үшін жетістікке жету, мүмкін емес нәрселерден гөрі не істей алатындығы болып табылады. Әртүрлілік өмірдің барлық жақтарын күшейтеді.
Барлық білім алушылар, әсіресе мүмкіндігі шектеулі жандар, телефон/e-mail  vladislav.karyukin@kaznu.kz / +77019405992 немесе MS Teams-тегі бейне байланыс арқылы 
https://teams.microsoft.com/l/team/19%3Aw1RzdZfvhxjyVS8LK3IAyQ4KZwaXMNUb6c-Arn0ZMp01%40thread.tacv2/conversations?groupId=258865e9-632f-409c-9614-a8e24e47a023&tenantId=b0ab71a5-75b1-4d65-81f7-f479b4978d7b

	ОҚЫТУ, ОҚУ ЖӘНЕ БАҒАЛАУ ТУРАЛЫ АҚПАРАТ

	Білім алушылардың оқудағы жетістіктерін төрт балдық жүйе бойынша сандық эквивалентке сәйкес бағалаудың әріптік жүйесі
	Бағалау әдістері

	Әріптік жүйе бойынша бағалау  
	Балдардың сандық эквиваленті
	Пайыздық мазмұны
	Дәстүрлі жүйе бойынша бағалау
	Критериалды бағалау – айқын әзірленген критерийлер негізінде оқытудың нақты қол жеткізілген нәтижелерін оқытудан күтілетін нәтижелерімен ара салмақтық процесі. Формативті және жиынтық бағалауға негізделген.
Формативті бағалау – күнделікті оқу қызметі барысында жүргізілетін бағалау түрі. Ағымдағы көрсеткіш болып табылады. Білім алушы мен оқытушы арасындағы жедел өзара байланысты қамтамасыз етеді. Білім алушының мүмкіндіктерін айқындауға, қиындықтарды анықтауға, ең жақсы нәтижелерге қол жеткізуге көмектесуге, оқытушының білім беру процесін уақтылы түзетуге мүмкіндік береді. Дәрістер, семинарлар, практикалық сабақтар (пікірталастар, викториналар, жарыссөздер, дөңгелек үстелдер, зертханалық жұмыстар және т.б.) кезінде тапсырмалардың орындалуы, аудиториядағы жұмыс белсенділігі бағаланады. Алынған білім мен құзыреттілік бағаланады.
Жиынтық бағалау – пән бағдарламасына сәйкес бөлімді зерделеу аяқталғаннан кейін жүргізілетін бағалау түрі. БӨЖ орындаған кезде семестр ішінде 3-4 рет өткізіледі. Бұл оқытудан күтілетін нәтижелерін игеруді дескрипторлармен арақатынаста бағалау. Белгілі бір кезеңдегі пәнді меңгеру деңгейін анықтауға және тіркеуге мүмкіндік береді. Оқу нәтижелері бағаланады.
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	Керемет
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	3.67
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	3.33
	85-89
	Жақсы
	

	B
	3.0
	80-84
	
	Формативті және жиынтық бағалау

	% мәндегі баллдар 


	B-
	2.67
	75-79
	
	
	

	C+
	2.33
	70-74
	
	
	

	C
	2.0
	65-69
	Қанағаттанарлықтай
	Дәрістердегі белсенділік
	5

	C-
	1.67
	60-64
	
	Практикалық сабақтарда жұмыс істеуі
	20

	D+
	1.33
	55-59
	
	Өзіндік жұмысы                                      
	25

	D
	1.0
	50-54
	
	Жобалық және шығармашылық қызметі
	10

	FX
	0,5
	25-49
	Қанағаттанарлықсыз
	Қорытынды бақылау (емтихан)                                                          
	40

	F
	0
	0-24
	
	ЖИЫНТЫҒЫ    
	100

	
Курс мазмұнын жүзеге асыруға арналған күнтізбе (кесте). Оқыту және оқу әдістері.



	Аптасы
	Тақырып атауы
	Сағат саны
	Макс.
балл

	1-МОДУЛЬ Генеративті қарсылас нейрондық желілерге кіріспе

	1
	1-Д. Генеративтік қарсылас нейрондық желілерге кіріспе
	1
	1

	
	1-ЗС. Негізгі генеративті қарсылас нейрондық желілерді (GAN) құру
	2
	5

	2
	2-Д.   Генеративті қарсылас нейрондық желідегі автокодерлердің архитектурасын зерттеу
	1
	1

	
	2-ЗС. Автокодерлермен GAN құру
	2
	5

	3
	3-Д. Оқыту модельдеріне арналған GAN алгоритмін зерттеу
	1
	1

	
	3-ЗС. GAN оқыту бағдарламасын әзірлеу берілген деректер жиынында
	2
	5

	4
	4-Д. Терең конволюциялық GAN-дарды зерттеу модельдер
	1
	1

	
	4-ЗС. GAN көмегімен кескіндерді өңдеу бағдарламасын жасау
	2
	5

	5
	5-Д. Терең конволюциялық GAN гиперпараметрлерін баптау модельдер
	1
	1

	
	5-ЗС. Өзгертілген GAN параметрлері бар бағдарлама жасау модельдер
	2
	5

	
	1-ОБӨЖ. «GAN көмегімен кескіндерді генерациялауға арналған қарапайым модельдерді әзірлеу» тақырыбында 1-БӨЖ енгізу бойынша кеңестер. 1-БӨЖ қабылдауы
	
	20

	2-МОДУЛЬ Генеративті қарсылас нейрондық желілердің жетілдірілген үлгілерін зерттеу

	6
	6-Д. Оқу баламалы шығын функциялары бар GAN-дардың жақсартылған нұсқалары, соның ішінде Wasserstein GAN, градиенттік айыппұлмен WGAN және ең аз шаршылар GAN
	1
	1

	
	6-ЗС. Wasserstein GAN моделін енгізу және оның беріктігі классикалық GAN-дармен салыстыру
	2
	10

	
	2-ОБӨЖ. «GAN көмегімен кескіндерді жақсарту жобасын жасау» тақырыбында 2-БӨЖ енгізу бойынша кеңестер
	
	

	7
	7-Д. Оқу Кескінді кеңейту және доменаралық кескіндерді аударуды қоса алғанда, қолданбалы компьютерлік көру мәселелерін шешуге арналған GAN архитектуралары.
	1
	1

	
	7-ЗС. GAN бағдарламасын құру қолданбалы компьютерлік көру тапсырмалары үшін
	2
	10

	
	3-ОБӨЖ. 2-БӨЖ қабылдау
	
	15

	8
	8-Д. Оқу GAN жаттығуларын тұрақтандыру әдістері, мысалы, спектрлік қалыпқа келтіру, белгіні тегістеу және шуды енгізу
	1
	1

	
	8-ЗС. GAN оқыту тұрақтандыру бағдарламасын құру
	2
	12

	Аралық бақылау 1
	100

	9
	9-Д. Жартылай бақыланатын GAN әдістерін зерттеу
	1
	1

	
	9-ЗС. Жартылай басқарылатын бағдарламаны құру GAN
	2
	10

	
	4-ОБӨЖ. «Conditional и Cycle GAN әдістерді қолдана отырып жоба құру» тақырыбында 3-ОБӨЖ-ді енгізу бойынша кеңес беру
	
	

	10
	10-Д. Conditional GAN әдістерін зерттеу
	1
	1

	
	10-ЗС. Conditional GAN бағдарламасын құру
	2
	10

	3-МОДУЛЬ Генеративті қарсылас нейрондық желілерді практикалық қолдану

	11
	11-Д. CycleGAN модельдерін зерттеу және кескіннен кескінге түрлендіруді жүзеге асыру
	1
	1

	
	11-ЗС. CycleGAN бағдарламасын құру
	2
	10

	
	5-ОБӨЖ. 3-БӨЖ қабылдауы
	
	10

	12
	12-Д. Мультимодальды деректерді генерациялау тапсырмаларында GAN қолдануын талдау
	1
	1

	
	12-ЗС. Мультимодальды деректерді генерациялау бағдарламасын құру
	2
	10

	
	6-ОБӨЖ. «GAN көмегімен қолданбалы жоба құру» тақырыбында 4-БӨЖ енгізу бойынша кеңес беру
	
	

	13
	13-Д. Сандық көрсеткіштер мен нәтижелерді визуалды талдауды қоса алғанда, GAN өнімділігінің сапасын бағалау әдістерін зерттеу
	1
	1

	
	13-ЗС. Inception Score мен Frechet Inception Distance басталу қашықтығы көрсеткіштерін пайдаланып GAN сапасын бағалауды орындау
	2
	10

	14
	14-Д. Мәтіндік, уақыттық қатарлар және кестелік деректерді жасау үшін GAN қолданбасын талдау
	1
	1

	
	14-ЗС. Мәтіндік, уақыттық қатарлар мен кестелік деректерді генерациялау бағдарламасын құру
	2
	10

	
	7- ОБӨЖ. 4- БӨЖ қабылдауы
	
	13

	15
	15-Д. GAN практикалық қолданылуын зерттеу
	1
	1

	
	15-ЗС. GAN-дардың практикалық қолданылуын әзірлеу
	2
	10

	Аралық бақылау 2
	100

	Қорытынды бақылау (емтихан)
	100

	Пән үшін жиынтығы
	100






[bookmark: _Hlk179322026]ЖИЫНТЫҚ БАҒАЛАУ РУБРИКАТОРЫ
ОҚУ НӘТИЖЕЛЕРІН БАҒАЛАУ КРИТЕРИЙЛЕРІ

1-БӨЖ. GAN көмегімен кескіндерді генерациялауға арналған қарапайым модельдерді әзірлеу (АБ1 100%-ның 20%)
	ОҚУ НӘТИЖЕЛЕРІН БАҒАЛАУ КРИТЕРИЯЛАРЫ

	Критерийі 
	«Өте жақсы» 
16 - 20% макс. салмағы 
	«Жақсы» 
11-15%​ макс. салмағы 
	«Қанағаттанарлық» 
6-10% макс. салмағы 
	«Қанағаттанарлықсыз» 
 0-5% макс. салмағы 

	Негізгі білім және түсінік GAN көмегімен қарапайым кескін генерациялау модельдерін әзірлеу әдістері
	GAN көмегімен қарапайым кескін генерациялау модельдерін әзірлеу әдістерін жақсы түсіну
	 GAN көмегімен қарапайым кескін генерациялау модельдерін әзірлеудің көптеген әдістерін білу

	GAN көмегімен қарапайым кескін генерациялау модельдерін әзірлеу әдістерін шектеулі түсіну
	GAN көмегімен қарапайым кескін генерациялау модельдерін әзірлеу әдістерін үстірт түсіну/түсінбеу

	GAN көмегімен кескін генерациялау бағдарламаларын енгізу дағдылары
	GAN көмегімен кескін генерациясын енгізудің анық және қысқаша презентациясы
 
	 Сонда GAN көмегімен кескін генерациясын енгізудегі логикалық қателіктер
	GAN көмегімен кескіндерді жасауда көптеген логикалық қателіктер бар


	GAN көмегімен кескін генерациялаудың жүзеге асырылмауы


	Есеп жазу 
	Хатта анықтық, нақтылық және дұрыстық көрсетілген.
	Хат анықтықты, қысқалықты және дұрыстықты көрсетеді. Әдетте, онда қателер жоқ. 

	Хатта кейбір негізгі қателіктер бар және анықтығын жақсарту қажет.
	Жазу түсініксіз және түсіну қиын. Мәтінде көптеген қателіктер бар. 


   
[bookmark: _Hlk179322093]2-БӨЖ.  GAN көмегімен кескіндерді жақсарту жобасын жасау (АБ1 100%-ның 15%)
	ОҚУ НӘТИЖЕЛЕРІН БАҒАЛАУ КРИТЕРИЯЛАРЫ

	Критерийі 
	«Өте жақсы» 
25 - 35% макс. салмағы 
	«Жақсы» 
16-24%​ макс. салмағы 
	«Қанағаттанарлық» 
6-15% макс. салмағы 
	«Қанағаттанарлықсыз» 
 0-5% макс. салмағы 

	Параметрмен жұмыс істеу GAN жобасымен кеңейтілген кескін жасау
	Орнатуды тамаша түсіну GAN жобасымен кеңейтілген кескін жасау
	Орнатудың көп бөлігін түсіну GAN жобасымен кеңейтілген кескін жасау
	Орналасқан жерді шектеулі түсіну GAN жобасымен кеңейтілген кескін жасау
	Орналасқан жерді үстірт түсіну/түсінбеу GAN жобасымен кеңейтілген кескін жасау

	AN модельдерінің жұмысын орнату дағдылары
	GAN моделін баптаудың анық және қысқаша көрінісі
	 GAN модельдерін баптауда шағын логикалық қателіктер бар
	Логикалық және синтаксистік конфигурация қателерінің көптігі GAN модельдері
	GAN модельдерін баптаудың болмауы


	Есеп жазу 
	Хатта анықтық, нақтылық және дұрыстық көрсетілген.
	Хат анықтықты, қысқалықты және дұрыстықты көрсетеді. Әдетте, онда қателер жоқ. 
	Хатта кейбір негізгі қателіктер бар және анықтығын жақсарту қажет.
	Жазу түсініксіз және түсіну қиын. Мәтінде көптеген қателіктер бар. 



[bookmark: _Hlk179322118]3-БӨЖ. Conditional и Cycle GAN әдістерді қолдана отырып жоба құру (АБ2 100%-ның 10%)
	ОҚУ НӘТИЖЕЛЕРІН БАҒАЛАУ КРИТЕРИЯЛАРЫ

	Критерийі 
	«Өте жақсы» 
8-10% макс. салмағы 
	«Жақсы» 
5-7%​ макс. салмағы 
	«Қанағаттанарлық» 
3-4% макс. салмағы 
	«Қанағаттанарлықсыз» 
 0-2% макс. салмағы 

	Conditional және Cycle GAN көмегімен жобаны орнатумен жұмыс істеу
	Conditional және Cycle GAN көмегімен жобаны орнатуды жақсы түсіну
	Conditional және Cycle GAN көмегімен жобаны орнатудың көпшілігін түсіну
	Conditional және Cycle GAN көмегімен жобаны орнату туралы шектеулі түсінік
	Conditional және Cycle GAN көмегімен жобаны орнатуды үстірт түсіну/түсінбеу

	Conditional және Cycle GAN көмегімен жобаны орнату дағдылары
	Conditional және Cycle GAN көмегімен жобаны орнатудың анық және қысқа тұсаукесері
	 Conditional және Cycle GAN циклін пайдаланып жобаны орнатуда кейбір шамалы логикалық қателер бар
	Conditional және Cycle GAN көмегімен жобаны орнатудағы логикалық және синтаксистік қателердің үлкен саны
	Conditional және Cycle GAN көмегімен жобаны орнатудың болмауы

	Есеп жазу 
	Хатта анықтық, нақтылық және дұрыстық көрсетілген.
	Хат анықтықты, қысқалықты және дұрыстықты көрсетеді. Әдетте, онда қателер жоқ. 
	Хатта кейбір негізгі қателіктер бар және анықтығын жақсарту қажет.
	Жазу түсініксіз және түсіну қиын. Мәтінде көптеген қателіктер бар. 


[bookmark: _Hlk179322180]
4-БӨЖ. GAN көмегімен қолданбалы жоба құру (АБ2 100%-ның 13%)
	ОҚУ НӘТИЖЕЛЕРІН БАҒАЛАУ КРИТЕРИЯЛАРЫ

	Критерий  
	«Керемет» 
9-13% 
	«Жақсы» 
6-8% 
	«Қанағаттанарлықтай» 
3-5% 
	«Қанағаттанарлықсыз» 
 0-2% 

	GAN көмегімен қолданба жобасын құру
	GAN көмегімен қолданбалы жобаны құру әдістерін жақсы түсіну
	GAN пайдаланып қолданбалы жобаны құру әдістерін жақсы түсіну
	GAN көмегімен қолданбалы жобаны құру әдістерін шектеулі түсіну 
	GAN көмегімен қолданбалы жобаны құру әдістерін үстірт түсіну/түсінбеу

	Шығармашылық дағдылары GAN қолданатын қолданба жобасы
	Жаратылыстың анық және қысқаша көрінісі GAN қолданатын қолданба жобасы
	Құру кезінде кейбір кішігірім логикалық қателіктер бар GAN қолданатын қолданба жобасы
	GAN көмегімен қолданбалы жобаны құру кезінде көптеген логикалық және синтаксистік қателіктер жіберіледі
	GAN қолданатын қолданбалы жобаның болмауы

	Есеп жазу 
	Хатта анықтық, нақтылық және дұрыстық көрсетілген.
	Хат анықтықты, қысқалықты және дұрыстықты көрсетеді. Әдетте, онда қателер жоқ. 
	Хатта кейбір негізгі қателіктер бар және анықтығын жақсарту қажет.
	Жазу түсініксіз және түсіну қиын. Мәтінде көптеген қателіктер бар. 
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